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Good assessment is a major challenge within medical education. Among other factors, one obstacle to sound methods of assessment may be a lack of familiarity on the part of medical educators with the concepts of psychometrics that underlie assessment [1]. This primer gives an overview of the basic ideas and vocabulary that one should understand in order to evaluate the quality of any assessment tool designed for the purpose of evaluating medical students or residents. A popular conceptual framework for categorizing methods of assessment in medical education is described, and methods currently in use within each category are reviewed with attention to their psychometric strengths and weaknesses.

Assessment in medical education serves multiple purposes. It can be formative: promoting reflection, guiding future learning and shaping values – or summative: judging an individual’s cognitive achievement or clinical performance [2]. Formative assessment can be employed as a tool for students to identify and respond to their own learning needs; to this end, results should profile distinct areas of strength and weakness [2, 3]. Summative assessments typically give results as a single aggregated score, and may be used to competitively rank trainees [3, 4], or to ensure quality control of trainees by screening for a minimal standard of competency – this latter goal of assessment being crucial to the maintenance of public trust in the profession of medicine [2, 5]. Many summative assessments serve both purposes. It is widely recognized that assessment drives learning: medical students study in order to pass (and excel on) exams [6-9]. Hence, an assessment should be designed to direct study in the most relevant way [5]. Some believe that the best way to achieve this relevance is by employing assessment formats that approximate professional reality [7]; for instance, by simulating the tasks and decisions faced by a doctor in the course of their work.

A test construct is “the concept or characteristic that a test is designed to measure” [8]. Within contemporary medical education, a set of constructs commonly employed is the Accreditation Council of Graduate Medical Education (ACGME) Core Competencies. Although the ACGME competencies pertain to the training of residents and fellows, they have been widely adapted as education standards for use at the medical school level as well. Six general competencies were advanced in 1999: Patient care, Medical knowledge, Practice-based learning and improvement, Interpersonal and communication skills, Professionalism, and Systems-based practice. The six core competencies are described in Table 1.

Devised to be applicable to all physicians, the ACGME core competencies were put forth with the goal of making medical education more outcome-driven [11]. The competencies are intended to represent habits rather than accomplishments - their assessment aims to “provide insight into actual performance” [2]. Achieving this relevance through the use of standardized assessment instruments remains a major challenge within medical education [11] and is limited by the fact that the majority of existing standardized assessment instruments focus on “cognitive achievement” rather than on performance or behavior [4].

To better understand the distinction between cognitive and behavioral methods of assessment, it is helpful to reference Miller’s Pyramid. Introduced into the medical education literature in 1990, this framework differentiates four categories of assessment methods on the basis of what is required of the trainee (Figure 1). The pyramid was annotated by Crossley et al, who noted that the categories of Knows and Knows How are measures of cognition, whereas Shows How and Does imply assessment of behavior. Successive levels of the pyramid build upon lower levels: one cannot assess clinical competence without simultaneously assessing knowledge [6].

Higher levels of the pyramid are considered to more closely approximate professional reality but should not be considered superior, because “superior methods are those best aligned with the purpose of the test”
**Table 1. ACGME Core Competencies [10]**

<table>
<thead>
<tr>
<th>Competency</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient Care</strong></td>
<td>The ability to provide patient care that is compassionate, appropriate, and effective for the treatment of health problems and the promotion of health.</td>
</tr>
<tr>
<td><strong>Medical knowledge</strong></td>
<td>Demonstration of knowledge of the established and evolving biomedical, clinical, epidemiological and social-behavioral sciences, as well as the application of this knowledge to patient care.</td>
</tr>
<tr>
<td><strong>Practice-based learning and improvement</strong></td>
<td>The ability to investigate and evaluate one's care of patients, to appraise and assimilate scientific evidence, and to continuously improve patient care based on constant self-evaluation and life-long learning.</td>
</tr>
<tr>
<td><strong>Interpersonal and communication skills</strong></td>
<td>Demonstrates interpersonal and communication skills that result in the effective exchange of information and collaboration with patients, their families, and health professionals.</td>
</tr>
<tr>
<td><strong>Professionalism</strong></td>
<td>Demonstration of a commitment to carrying out professional responsibilities and an adherence to ethical principles.</td>
</tr>
<tr>
<td><strong>Systems-based practice</strong></td>
<td>Demonstrates awareness of and responsiveness to the larger context and system of health care, as well as the ability to call effectively on other resources in the system to provide optimal health care.</td>
</tr>
</tbody>
</table>

The challenge of performance-based assessment (Shows, Does) is that it is more difficult to design and administer with the degree of objectivity, validity and reliability that is considered essential to fair and effective assessment [12]. For this reason, cognitive achievement-based methods of assessment (Knows, Knows How) are often better suited to the ranking of examinees, whereas performance-based methods of assessment (Shows, Does) are more psychometrically limited and may only have validity for use in screening for a minimal level of competency or in identifying outstanding trainee performance [12].

Validity refers to the meaningfulness of the interpretation of an assessment result [8, 13]; it is considered necessary to the sound, ethical, and effective use of tests [8]. The use of invalid tests can lead to decisions that are ineffective or unfair [14]. Reliability is a necessary component of validity [3]; it refers to the consistency and precision of test measurements, also described as score reproducibility [15, 16]. Error in measurement reduces reliability and “reduces the confidence that can be placed in any single measurement” [8], as one cannot be confident that a second administration of the same assessment would result in that same score.

There are two common, general threats to validity: construct-irrelevant variance and construct underrepresentation [13]. Poorly written test items, cheating, and differences in student knowledge about test content result in construct-irrelevant variance, defined as the “degree to which test scores are affected by processes that are extraneous to its intended construct” [8]. This variance produces systematic (non-random) error in score measurement, and distorts the meaning of test scores [8, 13]. Appropriate test security and elimination of biased test items will reduce construct-irrelevant variance and improve validity; these priorities require vigilance and continual quality assurance and improvement by an educational program for the purpose of maintaining exam validity.

In the same way that higher levels of Miller’s Pyramid build upon lower levels, the demonstration of competence is contingent upon knowledge of the clinical content in which the assessment is framed. A student may demonstrate excellent problem-solving ability on one exam question but fail to exhibit the same ability in responding to a different question with content about which they are less knowledgeable. This phenomenon, known as case specificity [7], results in construct underrepresentation. Defined as the “degree to which a test fails to capture important aspects of the construct” [8], construct underrepresentation is a limitation to validity that especially affects assessments based on a limited number of cases. Too few test items may result in inadequate sampling of content from certain domains of knowledge [13, 17]. Use of faculty “pet topics” on an exam may also result in construct underrepresentation – especially if faculty members also “teach to the test” [18]. This threat to validity can be minimized through careful exam design.

When alternate forms of an exam are used, the chance that certain examinees will tend to score better on one form of an exam than on another constitutes a threat to reliability. This common obstacle to reliability is known as examinee-by-task interaction [7, 17]. Akin to case specificity, it can be minimized by increasing the number of cases on an assessment [3, 19]. Another threat to reliability is subjectivity in grading, which limits what is known as inter-rater reliability and is a threat more broadly to the objectivity of the assessment. Defining clear guidelines for exam grading through a detailed grading rubric is the best way to achieve inter-rater reliability.

Issues of validity and reliability are a major differentiating factor between methods from the four categories of Miller’s Pyramid. To illustrate these differences, we review four varieties of assessment tools common within contemporary medical education, each representing a different level of the Miller’s Pyramid: the Multiple Choice Question examination to represent Knows methods, the written/computer simulation examination to represent Knows-How, the OSCE to represent Shows, and Chart Review to represent Does.

**Multiple Choice Question (MCQ) examinations** assess what a medical trainee Knows [5]. They have been historically favored in medical education due to their efficient sampling of many clini-
cal situations and content areas and their ease of administration and grading [2]. MCQ exams may be efficiently administered to a large number of examinees and have been shown to have excellent reliability [7], making it a fair and effective tool for stratifying individual student performance. Critics deride this exam format for being poorly linked to professional reality: testing recall of isolated facts that constitute trivial knowledge [7; 20]. Modern exam developers have taken note of these critiques and most MCQs are now framed within clinical scenarios; yet, while “a well-constructed MCQ may demand a great deal of analytical thinking,” [6] the response format does not permit assessment of a trainee’s deliberation and reflection [21]. Furthermore, the response format of a MCQ cannot differentiate between correct answers based on knowledge and those based on random guessing. Because identifying the correct answer to an MCQ requires only recognition of the best answer among an array of choices, these exams test “recognition memory” rather than “free recall” [21, 22].

Termed the cueing effect, this phenomenon has been shown to overestimate student knowledge [15, 22]. The consequence of cueing is that students, being required only to identify correct answers rather than to explain how they arrived at a response, may be driven to rote learning rather than understanding [6]. Rote learning does not prepare a student as well as true understanding does for the responsibilities of being a physician.

Written/Computer simulation examinations assess whether a medical trainee Knows How to approach a clinical challenge [5, 12]. Several exam formats emerged in the 1960s as educators strove to measure students’ clinical reasoning, problem solving, and clinical judgment [7, 9]. The Patient Management Problem (PMP) was the first popular exam of this variety; it required that a student work through a clinical problem by making diagnostic and management decisions, often taking the form of a branched pathway through the problem with outcomes and successive answer choices that depended on the previous choices being made [6, 7]. Though briefly adopted for the purpose of licensing and specialty examinations, issues of content-specificity resulting in low reliability led to cessation of use of questions about a case, all of them directed at essential “key features” of the case [23, 24]. Thanks to shorter problem length and more clinical scenarios per exam, the Key Features exam format has less content-specificity and improved reliability over the PMP [6]. However, given the use of short menu (multiple choice question) items, the Key Features exam - like a MCQ test - is subject to the cueing effect.

Written simulation examinations such as the PMP and Key Features exam serve to measure clinical judgment or reasoning and problem solving abilities of examinees. Professional realism of these exams is good, as
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questions resemble actual decisions faced by practitioners in the course of patient care [20]. Compared to MCQ exams, these exams are less influenced by cueing and do not overestimate examinee ability [15]. The major limitation of these examinations is case-specificity, which results in lower reliability than may be achieved with an MCQ exam [6,7]. The written simulation exam format holds great potential, and innovation in methodology may yet yield an exam format with improved reliability. Inevitably, however, written examinations may not be able to assess “the technical and performance aspects of physical diagnosis, communication, humanism and professionalism” [18]. To evaluate performance and execution, we look to the methods from the upper two levels of Miller’s pyramid.

The **Objective Structure Clinical Encounter** (OSCE) assesses whether a trainee can Show How they respond to a clinical challenge [5, 12]. Pioneered in the late 1970s, the exam format employs standardized patients and consists of multiple exam stations through which students rotate, each focusing on a single skill [7, 25]. Considered by Miller to be “the most effective substitute for reality” [12], this performance-based exam format is viewed by students as “more relevant to their subsequent work as interns” [26], and is considered best suited to the evaluation of technical skills [9]. Psychometrically, outcomes for the OSCE parallel those of written simulation exams, with content-specificity constituting a major limitation to reliability [7]. In addition, the OSCE has issues of non-consensus in scoring, resulting in poor inter-rater reliability [26]. Relative to written exams, the performance-based OSCE is more time consuming and resource intensive [2, 12]; factors which affect the practicability of employing this exam format within an education program.

*Chart review* is a method of assessing what a trainee *does* by reviewing their routine behavior [5]. Use of this method is rare and has not been subjected to the same rigorous psychometric studies as have the assessment methods discussed above [2]. When used, it often consists of peer review and judgment of whether the care provided by an individual meets the standard of “generally accepted practice”. This criterion is useful for “identifying extreme individual deficiencies and widespread deviation” [4], but is largely subjective and has little value in the objective assessment of trainees for the purpose of stratifying performance.

In conclusion, each method (and each level of Miller’s pyramid) plays an important role in obtaining an accurate view of the overall qualities and achievements of an individual trainee. Individual competencies may be best measured through distinct instruments, so it makes sense to use a combination of assessment methods [2, 4]. Conversely, every method of assessment has its own limitations, and “no single test is the panacea to the issue of assessment” [7]. Since “the use of multiple methods of assessment can overcome many of the limitations of individual assessment format” [2], and can serve to “broaden the type of evidence brought to bear on the determination of competence” [21], it should be considered preferable to reliance on a single method of assessment.

Miller’s choice of a pyramid shape for framing his discussion of methodology is a statement about the ideal composition of a testing program, given practical and methodological realities: primary reliance on *Knows* and *Knows How* methods, with some smaller component of performance-based *Shows How* and *Does* methods of assessment. Citing Alfred North Whitehead’s quip that “there is nothing more useless than a merely well informed man”, Miller expresses a strong preference for innovation in methods at the *Knows How* level to balance the *Knows* level methods that dominate contemporary medical education [12]. His identification of the *Knows How* level of the pyramid as representative of “competence” suggests a natural relationship with the ACGME clinical competencies put forth in the decade following Miller’s landmark paper. However, as Miller acknowledged, the assessment of “know-how” or competence is not equivalent to documentation of actual performance or habit [12]. Given that the ACGME competencies are intended to represent habits and to “provide insight into actual performance” [2], we can conclude that assessment of the ACGME competencies probably requires some combination of methods from the *Knows How, Shows How* and *Does* levels of Miller’s pyramid. A priority within contemporary medical education should be the development of assessment tools that query student “know how”, as this method is currently underrepresented with respect to its relative importance as prescribed by Miller.

Given the high stakes often ascribed to grades within medical school, the topic of assessment in medical education can provoke strong emotions. Hopefully this article serves to increase the transparency of assessment, and to highlight the challenges inherent in the process of fairly evaluating medical students. Perhaps the reader will even be compelled to become involved in the creation of new methods of objective assessment. It is an area of research ripe for innovation, and one that would benefit from increased involvement on the part of students.
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